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A B S T R A C T
A method is presented that allows the computation of space charge effects of arbitrary and large distributions of particles in an efficient and accurate way based on a variant of the Fast Multipole Method (FMM). It relies on an automatic multigrid-based decomposition of charges in near and far regions and the use of high-order differential algebra methods to obtain decompositions of far fields that lead to an error that scales with a high power of the order. Given an ensemble of N particles, the method allows the computation of the self-fields of all particles on each other with a computational expense that scales as \(O(N)\). Using remainder-enhanced DA methods, it is also possible to obtain rigorous estimates of the errors of the methods. Furthermore, the method allows the computation of all high-order multipoles of the space charge fields that are necessary for the computation of high-order transfer maps and all resulting aberrations.
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1. Introduction

The Coulomb interaction between the particles inside a bunch is one of the most important collective effects in the study of beam dynamics. This effect becomes more significant when the particle beam has lower energy such as in contemplated time resolved electric microscopes, or has higher density such as in modern high brilliance particle accelerators or free electron laser devices [1,2]. Numerical simulation is usually necessary to study this effect. If the Coulomb interaction is calculated directly via pairwise interaction, the computational time scales with the square of the particle number \(N\), which makes it practically difficult to simulate a large number of particles. More efficient methods, such as the particle–particle interaction (PPI) method, the particle in cell (PIC) method, the tree code and the fast multipole method (FMM), have been put forward and widely used in many simulation codes. The PPI method uses macroparticles, each of which represents a group of real particles. The field on each macroparticle is calculated according to the charge distribution of the whole bunch. The macroparticle representation entails an inevitable modeling error. Furthermore, a specific distribution is assumed, for example an elliptical Gaussian distribution [3], since otherwise one has to use some complicated algorithm to fit the real charge distribution; see for example [4–6]. On the other hand, the PIC method reassigned the charge density onto a previously chosen mesh, solves the Poisson equation to calculate the field on the mesh points, from which the field on each particle is calculated by the interpolation; see for example [7–9]. The PIC method naturally suffers from computational error due to statistics, and it is very difficult to calculate the derivatives of the field by this method, which are required in the computation of high-order maps by differential algebraic methods.

However, significant breakthroughs have happened outside the beam physics regarding the efficiency of the direct field computation via Coulomb’s law. The year 1986 brought the publication of the tree code algorithm, in which the potentials of particles far away from the observer are represented by multipole expansions in powers of \(1/r\), covering larger and larger boxes further and further away from the point of interest. It could be shown that the cost of the method scales with \(O(N \log N)\) [10,11]. In 1987, the FMM was published, in which the multipole expansions are converted into the local expansions in the near region of the observer, and the efficiency is further increased to \(O(N)\) [12,13]. In the original FMM, the three dimensional potential of a point charge is usually expanded in terms of spherical harmonic functions or exponential functions in spherical coordinates around suitable nearby expansion points [14]. In 2006, an accelerated Cartesian expansions FMM algorithm for any potential of the form \(r^{-\nu}\) with positive \(\nu\) were presented [15].

In the following we will present a formulation of the FMM algorithm in the differential algebra (DA) framework. We also use the Cartesian expansions, and we will see that the DA formalism considerably simplifies the necessary algorithms, also for potentials differing from \(1/r\), and in particular those associated with common macroparticle approaches for the avoidance of collisions. Furthermore, the method allows the computation of all derivatives of the potential in a natural way up to a predetermined...
order, and thus allows the computation of high-order transfer maps and aberrations.

2. The algorithm of the FMM

The key idea of the FMM is to represent the potential of suitable groups of source particles that are far away from the observer in terms of expansions involving powers of $1/r$, which we refer to as a far multipole expansion, and utilize that far enough away, higher powers of $1/r$ are less and less significant. This makes it possible to compute the action of source particles on observer particles in a more efficient manner. Furthermore, far multipole expansions corresponding to certain groups can be translated and combined. And finally, far multipoles can also be locally expanded involving powers of $r$, which we call a local expansion. This local expansion thus allows the treatment of groups of nearby observer particles in a combined manner.

In practice, one first encloses all the particles in a group of cube boxes, the zero level boxes. Then each of these cube boxes is cut into eight equal small cube boxes, which we call the first level boxes. Then each first level box is cut in the same way into eight smaller boxes, leading to the second level boxes. This process is continued until a pre-specified level is reached. In practice, the number of levels is determined such that the average number of particles in the finest boxes is near a pre-specified value, the size of which will affect the efficiency of the method.

We call boxes of the same level neighbors if they touch. For a given box $A$, we denote the region made of all same level neighbors and $A$ itself as the near region of $A$, and everything else as the far region $A$. For a box $A$, a next higher level box $B$ containing $A$ is called a parent box of $A$, and $A$ is called one of the child boxes of $B$. Apparently each child box has only one parent box, and each parent box has eight child boxes.

A 2D example about how to cut the boxes is shown in Fig. 1. In the first level, the square box is cut into four square boxes, and in the second level, 16 boxes are cut out, and so on. Furthermore, boxes 2 through 9 are all neighbors of box 1, and together they describe the near region of 1. All the unnumbered boxes are in the far region of the box 1. There is no difference between the 2D case and the 3D case in principle, except that each box is cut into four child boxes in the 2D case rather than eight in the 3D case.

The FMM algorithm consists of two parts, the first of which we now describe:

1. Cut the box of interest into the desired levels.
2. In each box of the finest level, calculate the far multipole expansion of the particles inside that box around the center of the box.
3. From the finest level to the second finest level, translate the multipole expansions from the center of the children boxes into the center of their parent box, and then add them up to get the far multipole expansion of the parent box, as Fig. 2 shows.
4. Repeat this at all levels.

After this part is completed, we now have a far multipole expansion for each box in each level.

We now proceed to the second part of the FMM. First, for any box $A$ having a parent $B$, we define the interaction list to be the collection of those boxes of the same level that belong to the near region of $A$, but to the far region of its parent $B$. These boxes of “medium distance” to $A$ will be important in the subsequent algorithm because they require special treatment. To illustrate the concept of the interaction list, consider Fig. 3, which shows a box of interest in black, its near region in white, and its interaction list in light gray, for three different levels.

The second part of the FMM algorithm now begins at the first level at which boxes have interaction lists.

1. For each box with an interaction list, compute a local expansion around its center point from the far expansions of the boxes making up the interaction list.
2. At the next finer level, again compute a local expansion around the center of each box from the far expansion of the boxes making up the interaction list. To this, add the local expansion...
of the parent’s interaction list by re-expanding the parent’s local expansion to its own center, as shown in Fig. 4.

3. Proceed until the lowest level is reached.

After the completion of the second step, each box at the finest level now possesses a local expansion of all contributions to the potential from outside its near region. The gradient of this local expansion consequently represents the field contributions from everything in the far region.

The third step of the method now consists of determining the field on each particle of interest.

1. For each particle, determine the finest level box to which the particle belongs, and evaluate the local expansion of the field of that box at the particle’s coordinates. This results in an approximation of the field at the particle due to all other particles outside the near region of the box in which the particle lies.

2. To the far field, explicitly add the Coulomb field of all other particles in the near region.

We note that the accuracy of this approximation depends on the orders used for the far expansions and the local expansions that occur, and in principle can be made as high as desired.

In the remainder of the paper we will discuss how to perform all the relevant far and local expansions using the differential algebraic methods.

3. A brief review of DA and COSY

Before we continue to present our work on the FMM in the DA framework, we want to give a brief introduction of the DA method. The basic concepts and the deductions will be presented directly without proof, please refer to Ref. [16] for details.

Consider the vector space of the infinitely differentiable functions $C^\infty(R^n)$, in which we can define an equivalence relation $=_{a^m}$ between two functions $a, b \in C^\infty(R^n)$ via $a =_{a^m} b$ if $a(0) = b(0)$ and if all the partial derivatives of $a$ and $b$ at 0 agree up to the order $n$. Note that the point 0 is selected for convenience, and any other point could be chosen as well. The set of all $b$ that satisfies $b =_{a^m} a$ is called the equivalence class of $a$, which is denoted by $[a]_m$. We denote all the equivalence classes with respect to $=_{a^m}$ on $C^\infty(R^n)$ as $a_{D_v}$. The addition, scalar multiplication and multiplication on $a_{D_v}$ can be defined as Eq. (1).

$$[a]_m + [b]_m = [a + b]_m$$

$$c \cdot [a]_m = [c \cdot a]_m$$

$$[a]_m \cdot [b]_m = [a \cdot b]_m$$

where $a, b \in a_{D_v}$ and $c$ is a scalar, so that $a_{D_v}$ is an algebra. We can also define the derivation operator $\partial_v$ as Eq. (2)

$$\partial_v[a]_m = \frac{\partial}{\partial x_v} a_{D_v} (a)_{m-1}$$

where $x_v$ is the $v$th variable of the function $a$. The operator $\partial_v$ satisfies

$$\partial_v[a]_m \cdot [b]_m = [a \cdot \partial_v[0] + \partial_v[a]_m] \cdot [b]_m$$

(3)

An algebra with a derivation is called a differential algebra. There are $\nu$ special classes $d_v = [x_v]$, whose elements are all infinitely small. According to the fixed point theorem [16], the inverse and the roots of any element that is not infinitely small in $a_{D_v}$ exist and can be calculated easily. Further more, all real power series can be extend to the DA within their radius of convergence. If a function $a$ in $a_{D_v}$ has all the derivatives $a_{D_v}$, then $[a]$ can be written as

$$[a] = \sum c_{j_1...j_n} d_{j_1} \ldots d_{j_n}$$

(4)

Thus $d_{j_1} \ldots d_{j_n}$ is a basis of the vector space of $a_{D_v}$. The Eq. (4) reminds us of the Taylor expansion of a function. Actually if we have a function $f$ in $C^\infty(R^n)$ and $f_T$ is its Taylor expansion up to order $n$, obviously we have $f =_{f_T} f_T$. In practice this means we can express $f$ by its Taylor expansion up to an arbitrary order $n$ as an element in $a_{D_v}$, and we can calculate the derivative classes of $f$ and any other function that can be derived by applying the elemental operations, divisions, roots, and power series on $f$ [17].

A beam optical system can be described in terms of the transfer map method, which relates the final positions and velocities of the particles to the initial conditions, so that it makes the tracking more efficient than solving the dynamic equations element by element. The power of the DA make it possible to calculate the map up to any arbitrary order [18].

COSY Infinity’s a program developed for high performance modern scientific computing, which is used in beam optical system design. COSY supports various advanced data types, such as DA, TM and VE [19]. In our following work on the FMM, we will use the DA data type. By evaluating a function $f$ in DA data type in COSY, one can get its Taylor expansion $f_T$ up to an arbitrary predetermined order $n$ automatically, because a DA vector carries all its coefficients $c_{j_1...j_n}$, which are exactly the coefficients of $f_T$. If we consider two functions $f, g \in a_{D_v}$, which can also be viewed as two maps $M_f$ and $M_g$, the function $g(f)$ or the composition of the two maps $M_f M_g$ can be easily calculated by the command POLVAL in COSY. If $f$ is a linear function or a linear map, a more efficient command DATRN can be used [19]. Furthermore, the TM data type can be used for the rigorous calculation. In the future we will use the TM in our algorithm to get rigorous error bounds [20]. COSY also supports parallel calculation. Our current code can be easily revised for the parallel calculation and run in a cluster machine.

4. FMM in the DA framework

4.1. The far multipole expansion

Given a unit point charge located at position $r'$, its potential at the location $r$ of an observer is given by

$$\phi = \frac{1}{r - r'}$$

(5)

The key idea of the FMM method lies in grouping together particles that are sufficiently near and treat them with a combined expansion. As it turns out, it is not immediately obvious what the best choice of variables is to achieve this end. It is known that using spherical coordinates, $\phi$ can be expressed as series of the spherical harmonic functions, which are composed of products of $\cos \theta$, $e^{i \phi}$ and $1/r$ [14]. The desire to operate directly in Cartesian coordinates ultimately leads to the inspiration of expanding the function with respect to $1/r, x/r^2, y/r^2$, and $z/r^2$. As it turns out this
is one variable more than necessary and contains redundancy because (x,y,z) already determine r. But the use of four variables leads to a particularly transparent algorithm.

Back to the FMM, we consider a cube box centered at the origin, whose side length is a, and there are n particles inside the box whose coordinates are (xᵢ,yᵢ,zᵢ). At any point (x,y,z), whose distance to the origin r ≥ a, the potential can be expressed as

\[
\phi = \sum_{i}^{n} \frac{1}{r} \left( (x_i-x)^2 + (y_i-y)^2 + (z_i-z)^2 \right) = \sum_{i}^{n} \frac{1}{\sqrt{x_i^2+y_i^2+z_i^2}} \frac{x_i x}{x_i^2+y_i^2+z_i^2} + \frac{2y_i y}{x_i^2+y_i^2+z_i^2} \frac{2z_i z}{x_i^2+y_i^2+z_i^2} \frac{1}{d_i} = \sum_{i}^{n} \frac{1}{\sqrt{(x_i^2+y_i^2+z_i^2)d_i}} - (2x_i d_2 - 2y_i d_2 - 2z_i d_2) - 2z_i d_4
\]

(6)

with

\[
\begin{align*}
d_1 &= \frac{1}{\sqrt{x^2+y^2+z^2}} = \frac{1}{r}, \\
d_2 &= \frac{x}{x^2+y^2+z^2} = \frac{x}{r^2}, \\
d_3 &= \frac{y}{x^2+y^2+z^2} = \frac{y}{r^2}, \\
d_4 &= \frac{z}{x^2+y^2+z^2} = \frac{z}{r^2}.
\end{align*}
\]

If we consider points (x,y,z) whose distance to the origin r ≥ a, the expression above can apparently expanded in powers of the quantities d_1, d_2, d_3, and d_4. Since these quantities to go zero as r becomes larger and larger, the resulting expansion mathematically represent a Laurent series, and in common physical terminology a multipole expansion. To avoid confusion with the common definition of multipole expansions in particle optics, we call this expansion the far multipole expansion if it is not clear from the context.

Using the variables d_1, d_2, d_3, and d_4 as the expansion variables in the DA algorithm, COSY can now readily compute the far multipole expansions to any order automatically. Furthermore, quite importantly, the same method can be applied to other types of the potential, for example the Coulomb potential in other dimensions, the common van der Waals potentials, or the potentials of certain macro particle charge distributions, and in the DA formalism, without much additional difficulty far multipole expansions can be calculated by mere evaluation in DA arithmetic.

We now use the formula to calculate the multipole expansions in the finest level boxes. To assess the performance of the method, we performed some test calculations of the far multipole expansion. One group of results are presented in Table 1. We put 50 electrons into each of the two cube boxes, whose centers are (0,0,0) and (4,0,0) and whose side length are both 2. In terms of the terminology introduced above, this means the second box lies in the far region of the first and is hence subject to the far multipole expansion; but it represents the closes such box, where thus the convergence of the method is particularly difficult to achieve.

<table>
<thead>
<tr>
<th>DA order</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.088 × 10⁻³</td>
</tr>
<tr>
<td>2</td>
<td>3.816 × 10⁻³</td>
</tr>
<tr>
<td>3</td>
<td>1.524 × 10⁻³</td>
</tr>
<tr>
<td>4</td>
<td>9.681 × 10⁻⁴</td>
</tr>
<tr>
<td>5</td>
<td>1.381 × 10⁻⁴</td>
</tr>
<tr>
<td>6</td>
<td>5.758 × 10⁻⁵</td>
</tr>
</tbody>
</table>

The potential on the electrons in the second box is calculated and repeated for 1000 times with different random numbers, so that we have 50,000 data points together. The relative error is calculated by \( \sqrt{\frac{n}{n-1} \sum_{i=1}^{n} (\Delta \phi_i / \phi_i)^2} \) with n = 50,000. We can see that as the DA order increases, the relative error decreases, which shows the convergence of this multipole expansion.

4.2. Translation of a multipole expansion

If we have a multipole expansion in the cube box centered at the origin (0,0,0), we can translate it into another frame whose origin is at \((x_o',y_o',z_o')\). The distance from the observer to the origin of the new frame should be much larger than the side length of the box centered at \((x_o',y_o',z_o')\), which ensures that the new DA variables \(d_1 \ldots d_4\) in Eq. (7) are small enough to still have convergence. Specifically, we have

\[
\begin{align*}
d_1 &= \frac{1}{\sqrt{(x-x_o')^2 + (y-y_o')^2 + (z-z_o')^2}} = \frac{1}{r} \\
d_2 &= \frac{x-x_o'}{r^2} = \frac{x}{r^2} \\
d_3 &= \frac{y-y_o'}{r^2} = \frac{y}{r^2} \\
d_4 &= \frac{z-z_o'}{r^2} = \frac{z}{r^2} \\
\end{align*}
\]

(7)

In Eq. (7), \((x',y',z')\) is the position of the observer in the new frame of \((x_o',y_o',z_o')\), and \(r'\) is the distance from the observer to the new origin \((x_o',y_o',z_o')\). The new DA variables and the old DA variables in Eq. (6) are related via

\[
\begin{align*}
d_1 &= \frac{1}{r} = \frac{1}{\sqrt{(x-x_o'+x_o')^2 + (y-y_o'+y_o')^2 + (z-z_o'+z_o')^2}} \\
&= \frac{1}{\sqrt{(x-x_o')^2 + (y-y_o')^2 + (z-z_o')^2 + 2x_o' d_2 + 2y_o' d_2 + 2z_o' d_2}} \\
&= \frac{1}{\sqrt{1 + \frac{(x^2+y^2+z^2)}{d_1^2} + \frac{2x_o'd_2}{d_1} + \frac{2y_o'd_2}{d_1} + \frac{2z_o'd_2}{d_1}}} \\
&= \frac{1}{d_1} \cdot \sqrt{R} \\
\end{align*}
\]

\[
\begin{align*}
d_2 &= x d_1 (x-x_o'+x_o') = (d_2 + x_o' d_2) \cdot R \\
&= \frac{x}{x^2+y^2+z^2} = \frac{x}{r^2} \\
\end{align*}
\]

(8)

If we substitute Eq. (8) into Eq. (6), we obtain the multipole expansion in the new frame. If one considers Eq. (6) as a map \(M_{2nm}(d_1,d_2,d_3,d_4)\) and Eq. (8) as a map \(M_{1}(d_1',d_2',d_3',d_4')\), the substitution is actually merely the composition of the two maps: \(M_{2nm} = M_{1} M_{2nm}\) (9), which is a common operation in DA methods, and which here yields the expression of \(\phi\) in the new frame with the new DA variables. With Eqs. (8) and (9), to calculate the multipole expansion in a box not in the finest level, we can translate all
the multipole expansions of all its children boxes to its center, then take the summation.

4.3. Conversion of a far multipole expansion into a local expansion

The potential of a far multipole expansion at the frame at (0,0,0) on an observer (x,y,z) can be converted into a local expansion in the near region of the observer. Since the new frame has its origin (x_0,y_0,z_0) close to the observer, it is natural to choose the coordinates of the observer (x',y',z') in the new frame as the new DA variables, as Eq. (12) shows:

\[ d_1 = x' \]
\[ d_2 = y' \]
\[ d_3 = z'. \]  \hspace{1cm} (10)

So, in contrast to the far multipole expansion, which corresponds to a Laurent expansion, the local expansion corresponds to a conventional Taylor expansion. The old DA variables in Eq. (6) and the new DA variables in Eq. (12) have the relation as shown in Eq. (11):

\[ d_1 = \frac{1}{\sqrt{x^2 + y^2 + z^2}} = \frac{1}{\sqrt{(x_0 + d_1)^2 + (y_0 + d_2)^2 + (z_0 + d_3)^2}} = \sqrt{R} \]
\[ d_2 = \frac{x}{x^2 + y^2 + z^2} = \frac{x_0 + d_1}{(x_0 + d_1)^2 + (y_0 + d_2)^2 + (z_0 + d_3)^2} = (x_0 + d_1) \cdot \frac{1}{R} \]
\[ d_3 = \frac{y}{x^2 + y^2 + z^2} = \frac{y_0 + d_2}{(x_0 + d_1)^2 + (y_0 + d_2)^2 + (z_0 + d_3)^2} = (y_0 + d_2) \cdot \frac{1}{R} \]
\[ d_4 = \frac{z}{x^2 + y^2 + z^2} = \frac{z_0 + d_3}{(x_0 + d_1)^2 + (y_0 + d_2)^2 + (z_0 + d_3)^2} = (z_0 + d_3) \cdot \frac{1}{R}. \]  \hspace{1cm} (11)

with

\[ R = \frac{1}{(x_0 + d_1)^2 + (y_0 + d_2)^2 + (z_0 + d_3)^2}. \]

If we call Eq. (11) the map \( M_2(d_1, d_2, d_3) \), the local expansion can again be written as a composition of \( M_2 \) and \( M_3 \) as

\[ M_{23} = M_{232} \cdot M_2. \]  \hspace{1cm} (12)

Having Eqs. (11) and (12), we can convert the multipoles in the interaction list of each box into the local expansion inside the box itself. The result of a test calculation to show the convergence of the local expansion is presented in Table 2. The set up of the boxes and electrons, the number of the data points, and the definition the relative error are the same with those of Table 1. We can see that the relative error decreases as we increase the DA order.

4.4. Translation of a local expansion

Consider two local frames whose origins are both close to the observer. If we know the local expansion of the frame at (0,0,0) is as Eq. (12) shows, we can translate it into the other local frame at (x_0,y_0,z_0). Since the new frame’s origin is also close to the observer, we can still choose the coordinates of the observer in the new frame as the new DA variables \( d_1, d_2, \) and \( d_3 \). Obviously the old DA variables \( d_1, d_2, \) and \( d_3 \) which are the coordinates of the observer in the local frame at (0,0,0), have the simple relation shown in Eq. (13) with the new DA variables:

\[ d_1 = x_0 + d_1' \]
\[ d_2 = y_0 + d_2' \]
\[ d_3 = z_0 + d_3'. \]  \hspace{1cm} (13)

We call Eq. (13) the map \( M_3 \), then the new local expansion can be calculated by composing \( M_{232} \) with \( M_3 \) as

\[ M_{233} = M_{232} \cdot M_3. \]  \hspace{1cm} (14)

We can translate the local expansion of a box into its children boxes using Eqs. (13) and (14).

4.5. Representation of potential and the field as polynomials

In order to calculate the high-order transfer map of a beam optical system, one needs not only the field on the reference orbit but also the derivatives of the field [18]. If we have the field of the Coulomb interaction and its derivatives, we can include the Coulomb interaction into the map. Eq. (14) provides the expansion of the potential \( \phi \) with respect to the position of the observer up to the order \( n \). This expansion converges inside the corresponding finest box. The constant part of the expansion is the value of the potential at the center of the box, and the coefficient of each monomial is the value of the corresponding partial derivative of the potential.

Table 3 shows an example of the local expansion. In a large cube box, we put 10,000 electrons. The cube box is cut into the third level. And the third level box size is 2, which means if we put a frame at the center of one finest box, we have \( x, y, z \in [-1, 1] \).

The local expansion of each third level box is calculated up to the 10th order, and the coefficients till the third order of one third level box are presented in Table 3. The forth column and the eighth column show the exponents of each DA variables in each monomial. For example, the index triple \( 2 1 0 \) denotes the monomial \( x^2 y^1 z^0 \). The second and sixth columns show the coefficient of each monomial. From the table, we observe the decreasing trend of the coefficients according to the increase of the order. To obtain sufficiently meaningful statistics, we repeat the above process for 40 times with different groups of electrons. Each time we find the maximum absolute value of the coefficients for each order and calculate the average absolute value for the coefficients for each order. Then we take the average over the 40 processes and present the result in Fig. 5. The green dots show the maximum value of the coefficients, and the red dots show the average value of the coefficients. It is clear that the coefficients decrease as the order increase, which suggests the convergence of the local expansion.

If we want to calculate the expansion of the Coulomb interaction field on a reference point, we only need to determine which finest box the point belongs to, then by Eqs. (13) and (14) we can translate the local expansion of the potential from the center of the finest box to the reference point. Taking the derivative of the position \( (x, y, z) \), we get the expansion of the field \( (E_x, E_y, E_z) \) up to the order \( n-1 \). The expansion of the field only includes the contribution of the electrons in the far region. As to the electrons in the near region, we obtain the extension of their field by representing each of them by Gaussian distribution, which will be discussed in the following.

<table>
<thead>
<tr>
<th>DA order</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.136 x 10^{-2}</td>
</tr>
<tr>
<td>2</td>
<td>8.348 x 10^{-3}</td>
</tr>
<tr>
<td>3</td>
<td>3.024 x 10^{-3}</td>
</tr>
<tr>
<td>4</td>
<td>1.165 x 10^{-3}</td>
</tr>
<tr>
<td>5</td>
<td>2.086 x 10^{-4}</td>
</tr>
<tr>
<td>6</td>
<td>8.036 x 10^{-5}</td>
</tr>
</tbody>
</table>
4.6. Gaussian macroparticles instead of point charges

Sometimes it is important to use a finite number of particles to represent a continuous distribution. There are two important cases where this arises; the first is when the number of actual particles is substantially larger than the number than what can practically be handled in a simulation. The second case is the desire to compute a transfer map and aberrations of the system at hand, which requires the knowledge of high-order field expansions near the reference point, which cannot be done reliably if point charges are near. To avoid this, one can use 3D spherical Gaussian distributions instead of point charges.

\[
\exp(-r^2/\sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \int_0^\infty e^{-x^2} \, dx
\]

It is easy to see from Gauss's law that the field along the radius can be expressed as

\[
E_r = \frac{1}{r^2} \left[ 2\pi \sigma \exp \left( -r^2/2\sigma^2 \right) - r \sigma \exp \left( -r^2/2\sigma^2 \right) \right].
\]

where \( \text{erf}(r/\sqrt{2\sigma}) \) is the error function. By setting a proper value for \( \sigma \), we can use the Gaussian distribution in Eq. (15) to represent a point charge. When \( r \gg \sigma \), \( E_r \) is equal to the field of a point charge. When \( r \ll \sigma \), \( E_r \rightarrow 0 \). To calculate the expansion of the error function, we need to find all the derivatives of it. Considering the definition of the error function

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt
\]

it is easily to determine its derivative

\[
\frac{\text{d} \text{erf}(x)}{\text{d}x} = \frac{2}{\sqrt{\pi}} e^{-x^2}.
\]

For any given point \( x \), we calculate \( \text{erf}(x) \) by the rational Chebyshev approximation [21] and \( \frac{\text{d} \text{erf}(x)}{\text{d}x} \) by Eq. (18), which is infinitely differentiable and allows the computation of all higher derivatives.

4.7. Example calculations exhibiting the linear scaling property

To show the performance of the method, for reasons of space we limit ourselves here to the most important characteristic, namely the scaling of the computation time to the number of particles. We perform a series of simulations with expansion order 5 and with varying numbers of electrons \( N \). Fig. 6 shows the required computation time for a simulation with varying particle numbers \( N \). We observe the nearly linear behavior, with a slight deviation around \( N = 10^6 \), at which point the number of particles crosses a threshold for transitions from a three-level scheme to a four-level scheme, which leads to slightly improved performance after the transition. Overall, the expected linearity is well achieved.
application to other potentials, the derivation of explicit high-order time stepping schemes, and the direct connection to codes performing map integration. Furthermore, we will develop parallel versions of the algorithms, making use of COSY’s support for MPI-type parallelization at the machine level. Finally, we will use the Taylor model data type in COSY to obtain fully rigorous error estimates of the methods.
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